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well as the bandwidth capabilities required to support current and future virtualization 
along with day to day datacenter operations.  The ability to scale up to 40 Gbps provides 
the needed bandwidth for today’s and tomorrow’s bandwidth intensive datacenter 
operations.  The Nimble NAS will also provide the needed storage space required to 
continue business operations and enhancements via virtualization without the hard cost 
of procuring additional hardware for server infrastructure.  Additionally, the Nimble NAS 
will integrate with ADOT’s main datacenter for replication as well as ADOT’s disaster 
recovery location in Tucson. 

C. Quantified Benefits  

X    Service enhancement 
    Increased revenue 

X    Cost reduction 
X    Problem avoidance 
X    Risk avoidance 

Explain: 

 Service will be improved as the Nimble system provides a significant 
performance/capacity upgrade over our aging system.   

 Cost will be reduced via continued migration into a virtualized environment.  
ADOT IT staff is already familiar with Nimble systems thus capitalizing on our 
existing knowledge base for migration and administration. 

 Problems will be avoided by choosing to use the same Nimble storage system 
that ADOT’s main datacenter uses.  

 Risks will be avoided by replicating from our ADOT TOC ITS datacenter to the 
ADOT’s main datacenter.  With similar storage systems being deployed across 
datacenters risk is drastically reduced via standardized and unified architecture.  

IV. Technology Approach 

A. Proposed Technology Solution 
We are proposing to refresh the aging storage system with ADOT’s infrastructure 
standard in order to achieve two goals.  The first goal is to replace the aging Netapp 
environment with updated storage.  We will procure a Nimble CS260Gx2 for the TOC 
primary datacenter.  The second goal will be to replicate that array and provide disaster 
recovery to the Nimble arrays at ADOT for data recovery in the event of a disaster. 

B. Technology Environment 
The current TOC ITS datacenter environment consists of a three-year old NetApp 
FAS2040 NAS with 1 Gbps interconnect to our network.  The network equipment 
consists of Brocade top of rack switches and a Brocade core router that will scale 
between 20-40 Gbps of bandwidth capacity.  We also employ a combination of physical 
servers that utilize Unix, Microsoft and Linux operating systems.  VMWare is our 
virtualized environment via a VMWare hypervisor cluster.  The TOC ITS datacenter also 
employs a variety of network appliances that provide firewalls, spam filters and load 
balancers.   
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C. Selection Process 
The Arizona Department of Transportation completed an exhaustive process to select its 
standard from a storage perspective at ADOT’s main datacenter.  At the time, ADOT was 
using Hitachi for storage and was encountering many issues that were affecting both 
revenue and disaster recovery.  As a result, an assessment was performed where we 
examined Netapp, HP and Nimble storage systems.  ADOT put together a 
comprehensive matrix of what we needed to ensure system uptime, connectivity to our 
applications and network, and ease of use for our staff, to limit the amount of hours 
currently spent on the storage as well as providing adequate disaster recovery.  ADOT’s 
TOC ITS datacenter is leveraging this research and assessment to save cost in selecting a 
storage system for our datacenter.  

V. Project Approach 

A. Project Schedule 

Project Start Date:   4/28/2014        Project End Date:   7/2/2014  

B. Project Milestones 

Major Milestones Start Date Finish Date 

Place order 4/28/14 5/9/14 

Receive order 5/23/14 5/30/14 

Configure and Test 6/1/14 6/4/14 

Migrate data from old array to new one 6/5/14 6/16/14 

Replicate arrays 6/17/14 6/23/14 

Go live 6/25/14 7/2/14 

VI. Roles and Responsibilities 

A. Project Roles and Responsibilities 
 

Project Role Name Responsibilities 

Project Manager Darrell Bingham Project oversight, management and reporting. 

Network Infrastructure  Brian Quinn Equipment testing and configuration 

 

B. Project Manager Certification 

    Project Management Professional (PMP) Certified 
X    State of Arizona Certified 
    Project Management Certification not required 

C. Full-Time Employee (FTE) Project Hours 

Total Full-Time Employee Hours 70 

Total Full-Time Employee Cost 
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VII. Risk Matrix, Areas of Impact, Itemized List, PIJ Financials 
 

 








